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Theoretical framework

“studying large language models as compression
algorithms for human culture”, including literature 

(Buttrick 2024)



LLMs in computational literary studies (CLS)

★ LLMs are already used in CLS as tools for annotation (e.g. Martens and De Greve 2023; 
see also Törnberg 2024), but can also be leveraged for running experiments on complex 
literary phenomena, like the passing of time in fiction (Underwood 2023) or suspense 
(Underwood 2024)

★ First theoretical reflections: Schröter 2023
○ AI as a “model of [a] rationalization of reading experience”

■ a new model of reader? (beyond Eco 1990ʼs ʻsemantic reader / critical readerʼ dualism)
○ AI as a generator of counterfactual, yet plausible texts, which  can be used to explore 

ʻdivergence aestheticsʼ (“Abweichungsästhetik”)
■ experiments with generated drama and short stories (Giovannini and Skorinkin 2023, 

2024) have already pinpointed some interesting quirks in LLM compositional strategies
★ Today: an experiment with fairy tales!



Research question

How do LLM write fairy tales? 
Do they display idiosyncratic storytelling patterns?



Automatic fairy tale 
generation
★ Generally speaking,  “[a]utomated story 

generation is the problem of mechanically 
selecting a sequence of events or actions that 
meet a set of criteria and can be told as a story” 
(Alhussain and Arwa 2021: 2)

★ Several (pre-LLMs) automatic story generation 
systems have focused on the creation of fairy 
tales and employed Vladimir Proppʼs Morphology 
of the Folktale (1928) as their theoretical 
background (Gervas 2013: 106).

★ Proppʼs work consists in the systematic analysis 
of formal patterns found in the collection of 
Russian fairy tales compiled by Alexander 
Afanasyev (1884).



Our approach: 

adapting Proppʼs formalisation to build a 
functional operationalisation of the concept 
of fairy tale, and use it to generate texts

Reference corpus:

Jacob and Wilhelm Grimmʼs Children and 
Household Tales (1812-57)



Model employed:

 Google Gemini 1.0 Pro via API

Experiment pipeline 

Scraping basic 
info and 

user-generated 
Wikipedia 

summaries for 
each Grimm 

play

Testing LLM 
internal 

knowledge

“Provide a 
summary of 
the Grimm 
fairy tale 

titled 
{title}”

Sketching a 
Propp-inspired 

operationalisation 
of the concept of 

ʻfairy taleʼ

Evaluating 
outputs 

(qualitative 
assessment)

Generating 
fairy tale
retellings



Operationalising fairy tales
★ Operationalising the concept of story for computational work is a complex task, especially as far as 

plot is concerned (see e.g. Konle and Jannidis 2022)
★ As we saw, Proppʼs theoretical framework remains a popular reference for developing ontologies 

(Peinado 2004 et al.) for automatic story generation (Gervás et al. 2005)
★ Our approach: prototyping a lightweight operationalisation inspired by Proppian concepts and 

based on three key components we semi-automatically extract from Wikipedia summaries:

characters

+ their role according to 
Proppian taxonomy: 

hero (protagonist), antagonist, 
donor, helper,  sought-for 

person, anti-hero, dispatcher

settings

main locations where the 
action takes place

issues 

 ∼  Proppʼs motivation, i.e., 
“the reasons and the aims of 

personages which cause them 
to commit various acts” 

(Propp 1968: 70)



Write a short fairy tale using 
the following elements:

● TITLE: “Little Red Riding 
Hood”

● CHARACTERS: Little Red 
Riding Hood (hero), the Wolf 
(antagonist), Grandmother

● SETTINGS: the forest, 
Grandmother’s house

● ISSUES: Little Red Riding 
Hood goes to visit her 
grandmother, the Wolf wants 
to eat both the grandmother 
and Little Red Riding Hood

Prompt example for retelling generation
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Early insights (1/2): On the modelʼs                                                
internal knowledge of fairy tales

★ n = 10 (Allerleirauh, The Beam, Bearskin, The Blue Light, The Boots of Buffalo Leather, The Brave Little 

Tailor, The Bright Sun Brings It to Light, Brother and Sister, Cinderella, The Clever Little Tailor)

★ in most cases, input  is too generic to prompt correct summarisation  (title and mention 
of the Grimms are not enough)

○ later, the components guide the LLM to produces sometimes summaries instead of retellings

★ expected mismatch in performance according to the popularity of the fairy tale, e.g. 
Cinderella vs. The Blue Light (= ʻheadʼ or ʻtailʼ entities in LLM knowledge, cf. Sun et al. 
2024).

★ confusion between similar titled-stories (The Brave/Clever Little Tailor) and with more 
famous ones (Brother and Sister → Hansel and Gretel)



Early insights (2/2): On the modelʼs retelling strategies

★ explicitation of implicit story moral: “Their love story became a legend, reminding 
all that true beauty lies not in outward appearance but in the purity of one's heart”, 
“proving that love conquers all, even the most sinister of curses”, “even the smallest 
of beings can achieve extraordinary things with courage and determination”, etc.

★ built-in moral alignment of LLMs heavily influences their output (see in The Bright 
Sun Brings It to Light: “a heinous crime”, “Edmund's conscience gnawed at him 
relentlessly”, “a path of justice and retribution”).

★ cross-genre influence from fantasy introduces non-standard elements in fairy 
tales, like proper names for characters  (Ethan, Eldrin, Anya, Elara, etc.)



Short-term:

★ improving generation pipeline (prompt refinement)

★ wrapping up qualitative assessment

Medium-term:

★ further automating components detection from the 

summaries

★ refining our operationalisation of the concept of fairy tales by 

embedding genre-specific markers (e.g. Proppʼs functions)

★ considering options for  quantitative assessment of outputs

○ full-text comparison (e.g. via topic modelling)?

Issues and future 
improvements
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Thanks for your 
attention!
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